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Abstract—Spatial datasets are used extensively to train ma-
chine learning (ML) models for applications such as spatial
regression, classification, clustering, and deep learning. Most of
the real-world spatial datasets are often too large, and many
spatial ML algorithms represent the geographical region as a
grid consisting of several spatial cells. If the granularity of the
grid is too fine, that results in a large number of grid cells leading
to long training time and high memory consumption issues during
the model training. To alleviate this problem, we propose a
machine learning-aware spatial data re-partitioning framework
that substantially reduces the granularity of the spatial grid.
Our spatial data re-partitioning approach combines fine-grained,
adjacent spatial cells from a grid into coarser cells prior to
training an ML model. During this re-partitioning phase, we
keep the information loss within a user-defined threshold without
significantly degrading the accuracy of the ML model. According
to the empirical evaluation performed on several real-world
datasets, the best results achieved by our spatial re-partitioning
framework show that we can reduce the data volume and training
time by up to 81%, while keeping the difference in prediction
or classification error below 5% as compared to a model that
is trained on the original input dataset, for most of the ML
applications. Our re-partitioned framework also outperforms the
state-of-the-art data reduction baselines by 2% to 20% w.r.t.
prediction and classification errors.

Index Terms—Spatial Machine Learning, Spatial Adjacency,
Spatial Data, Data Partitioning

I. INTRODUCTION

Spatial datasets are prominently used to train and test
machine learning (ML) models in the context of various
applications [1]–[4]. For example, a data scientist who might
want to analyze and compare the housing prices across several
regions within a country can make use of spatial machine
learning (spatial ML) in the form of a regression model, which
can help predict the housing prices in various regions. It is
important that such models are learned from several train-
ing samples (spatial regions and their corresponding housing
prices in this example) to yield a competent prediction quality.

Although large-scale training data is beneficial in learning
spatial ML models of high accuracy, it creates bottlenecks such
as long training time and high memory consumption [5], [6].
The training time may range from several hours to even days,
thereby incurring a long waiting time for the data scientists
who need to analyze the prediction results. For example, it
takes 14 days to train 90 epochs of ResNet-50 model with
the ImageNet-1k dataset on Nvidia M40 GPU [5]. In the case

of our prior housing example, if we want to learn a spatial
ML model of high quality, it needs to be trained on a spatial
grid of fine-grained cells corresponding to smaller partitions
of geographical space. This is because a competent spatial
ML model needs to differentiate between the localities of
the housing regions at a high granularity to make accurate
predictions. To empirically validate our claim of long training
time, we trained a support vector regression model on the
Washington home sales dataset [7], which consists of ≈ 100K
spatial cells. Our experiment took more than one day to finish
the training (details are in Section IV).

For the purpose of reducing the volume of spatial datasets,
spatial sampling techniques [8]–[12] have been used effec-
tively in the literature with various applications. Although
sampling techniques are effective in reducing the size of
the training data, they cannot capture the property of spatial
autocorrelation, which is a significant drawback. Spatial auto-
correlation essentially refers to the similarity in the attribute
values among the closely located regions. For example, closely
located regions may have similar housing prices (details of
spatial autocorrelation are in Section II). Spatial ML applica-
tions exploit this autocorrelation property by the use of the
neighborhood information among geolocations. The selection
of a subset of samples by sampling techniques breaks this
adjacency information. For example, if a cell in a grid has
four adjacent cells, the sampling technique might pick the
cell without picking most of its adjacent cells affecting the
adjacency information in the adjacency matrix resulting in the
poor predictive performance of the spatial ML models.

Another category of works, known as spatially constrained
clustering or regionalization techniques [13]–[18], aggregate
the polygons in a spatial dataset into a set of adjacent regions
satisfying various user constraints. These techniques perform
the aggregation in two phases: initialization phase and region
growing phase. If the goal is to cluster n polygons into p
regions, the initialization phase initializes p regions randomly
with p polygons. Later, in the region growing phase, each of
these p regions is grown by assigning adjacent unassigned
polygons to the corresponding region. Regionalization tech-
niques are applied to cluster zones into several groups of
zones where p is much less than n [19]–[22]. To the best
of our knowledge, no previous studies applied regionalization
techniques to training datasets for the purpose of reducing the



training time of spatial ML models. Clustering and regional-
ization techniques suffer from the following disadvantages. i)
Users need to pre-specify the number of regions or clusters
which can be unintuitive and infeasible in the case of large
training datasets. ii) Each region consists of a set of polygons
with an arbitrary shape which makes the computation of the
adjacency matrix cumbersome. iii) Each polygon is always
assigned to one of the adjacent regions, although a single
polygon might need to be considered as a separate region
if it differs significantly from adjacent regions. iv) These
techniques most often end up in suboptimal solutions because
of their sensitivity to the selection of initial regions [23].

To alleviate these concerns, we propose a re-partitioning
framework for spatial datasets by utilizing the idea of spatially
constrained clustering or regionalization which reduces the
number of spatial partitions in the dataset while maintaining
the total loss of information within a user-defined threshold.
To the best of our knowledge, this is the first work to attempt
attenuating the long training time and high memory consump-
tion issues of training a spatial ML model by adopting a spatial
data re-partitioning approach. Our spatial data re-partitioning
approach works by - 1) iteratively merging the adjacent cells
into cell-groups such that the cells within a group have similar
attribute values, 2) and keeping the information loss that
is incurred by our re-partitioning framework under a user-
specified threshold. While the merging property only allows
highly similar, as well as proximal cells to be grouped together,
the loss constraint ensures that the downstream spatial ML
algorithm trained upon these re-partitioned datasets does not
suffer from loss in prediction quality.

We call our framework ML-aware because it overcomes the
limitations of existing data reduction techniques in supporting
the training of spatial ML models. Our re-partitioned dataset
can capture spatial autocorrelation unlike existing sampling
techniques because the neighborhood relationship among cell-
groups can be represented by an adjacency list which we de-
scribe in Section III-B. It has the following advantages over the
regionalization techniques. i) We do not need the specification
of the number of regions. Instead, the user is asked to provide
a numerical loss threshold between 0 and 1, which is the target
dissimilarity between the re-partitioned and the original spatial
grid. This marks an intuitive trade-off as low loss thresholds
result in high quality (low dissimilarity) at the expense of long
training times, whereas high thresholds can reduce the training
time while also yielding low quality or high dissimilarity. ii)
Our merged cell-groups always maintain a rectangular shape
which enables a concise mapping between cell-groups and
their constituent cells and an easy representation of the cell-
groups and the corresponding adjacency matrix.

Fast computation of adjacency speeds up training spatial ML
models such as spatially constrained hierarchical clustering,
which need to calculate the adjacency in every iteration of
the algorithm. Another advantage of maintaining rectangular
cell-groups is that spatial ML models such as spatial kriging
require the coordinates of spatial objects to be a part of the
feature vector. Rectangular cell-groups facilitate the creation

of feature vectors because a rectangle can be represented
by a fixed number of vertices. iii) Our hierarchical merging
algorithm does not merge cells with high dissimilarity to the
nearby cells. It should be noted that dimensionality reduction
techniques [24]–[26] are orthogonal to our approach because
they focus on reducing the #attributes in the dataset and not
the #data instances or #spatial grid cells in the context of
spatial ML. Since our spatial re-partitioning framework does
not reduce the #attributes in a dataset, it can be used in
conjunction with dimensionality reduction for an enhanced
reduction in model training time.

We use conservatively low thresholds of information loss
in our experiments which preserves the high accuracy of an
ML model while also reducing the data volume significantly.
Our experiments with various low thresholds of information
loss study the trade-off between training time and accuracy.
Our empirical evaluation shows that our spatial re-partitioning
framework reduces the training time by up to 81% without
significantly increasing prediction error and outperforms the
prediction quality of the state-of-the-art baselines by 2% to
20% for a variety of spatial ML models.

Following are our high-level contributions:
• To the best of our knowledge, this is the first paper to adopt

a data re-partitioning approach to reduce the long training
time and memory usage of spatial ML models.

• We propose an ML-aware spatial data re-partitioning frame-
work, which maintains the spatial adjacency in order to
prevent the loss of spatial autocorrelation. It reduces the
data volume while losing information within a threshold.

• We evaluate our proposed framework on four real-world
datasets and compare it against three state-of-the-art base-
lines. The experimental results show that our framework
can reduce training time and memory usage of spatial ML
models by up to 81% and 65%, respectively, while keeping
the loss of accuracy below 5%.

• Our framework outperforms baselines by up to 20% in terms
of prediction and classification errors.

II. BACKGROUND

We first discuss a few necessary terms before proceeding
with the details of our proposed framework.

Spatial Cell: - We represent the geographical space as a
two-dimensional m × n grid by dividing the latitudes and
longitudes into ‘m’ and ‘n’ equi-sized intervals, respectively.
Each resulting rectangular unit is termed as a spatial cell. The
input grid fed to the re-partitioning framework in Figure 1
shows the cellular structure of a spatial dataset consisting of
5× 5 cells where lat1, lon1 is an example cell.

Univariate and Multivariate Datasets: - If the schema of
a dataset consists of only one attribute, it is called a univariate
dataset. A multivariate dataset schema consists of two or
more attributes. Each univariate grid cell is represented by
a uni-dimensional feature vector (FV), whereas a multivariate
grid cell is represented by a p-dimensional FV where p is
#attributes and each feature dimension is the attribute value.
The feature vector (FV) of a spatial cell is derived by applying



aggregation operators such as AVG on the FVs of the data
instances mapped to the cell.

Cell-Group: - A group of cells is termed as a cell-group if
and only if every cell in the group is adjacent to at least one
more cell in the same group. In the input grid dataset shown in
Figure 1, {(lat1, lon1), (lat1, lon2), (lat2, lon1), (lat2, lon2)}
is an example cell-group.

Attribute Normalized Data: - A dataset is deemed to be
attribute normalized if the instance values of each attribute
in the dataset lie in the range [0, 1]. For an example dataset
consisting of 2 attributes and 3 instances: (10, 15), (20, 20),
and (30, 10), its attribute normalized variant would be (0.33,
0.75), (0.67, 1.0), and (1.0, 0.5).

Attribute Variation Between Cells: - Attribute variation
between two cells in a grid dataset is the total pair-wise
absolute difference between the attribute values of the cor-
responding cells, averaged across the #attributes. Variation
between cells i and j, V ariationij , is defined as:

V ariationij =
1

p

p∑
k=1

|di(k)− dj(k)| (1)

where p and di(k) denote #attributes and value of attribute k
for cell i, respectively.

Local Loss of Cell-Groups: - If a cell-group cg consists
of t cells (cell1, cell2, .., cellt), local loss of cg for attribute k,
denoted by Losscg(k), is defined as:

Losscg(k) =
1

t

t∑
i=1

|di(k)− cg(k)| (2)

where di(k) and cg(k) denote the value of attribute k for cell
i and cell-group cg, respectively. The attribute values of the
cell-groups are obtained by applying our spatial re-partitioning
framework or a baseline approach upon the input spatial grid.

Information Loss: - We abbreviate the information loss
between the original and the re-partitioned dataset as IFL.
We define IFL in terms of mean absolute percentage error
defined in 2D-STR [27]. Given a spatial grid dataset d and its
re-partitioned form d̄, mathematically, IFL is represented as:

IFL(d, d̄) =
1

n ∗m

n∑
i=1

m∑
j=1

|di(j)− d̄i(j)|
di(j)

(3)

where n denotes the total number of spatial cells in the original
dataset, m is #attributes in the dataset, i refers to a single cell
having a valid (not null) feature vector in the input dataset,
di(j) is the value of attribute j in the feature vector of cell
i, d̄j is the representative value of attribute j of cell i in the
re-partitioned dataset.

Spatial Autocorrelation: - Spatial autocorrelation denotes
the degree to which the attribute values (such as housing price)
of a set of geographical locations (which can be cells or cell-
groups) are similar to each other. It can be defined by statistical
measures such as Moran's I [28] and Geary's C [29]. Moran's
I is frequently used in the literature and is represented as:

I =
N∑

i

∑
j wij

∑
i

∑
j wij(xi − x̄)(xj − x̄)∑

i(xi − x̄)2
(4)

where N refers to #geographical locations, wij is 1 if
locations i and j are adjacent to each other and 0 otherwise,
x is the attribute of interest, and x̄ is the mean of x.

Problem Statement: - Given an m × n grid dataset d
(univariate or multivariate) consisting of m ∗ n spatial cells
and a user-specified threshold θ of information loss (IFL),
we return a re-partitioned dataset d̄ of t cell-groups such
that t < m ∗ n, and t is minimized while information loss
IFL(d, d̄) ≤ θ.

III. OUR SOLUTION

In this section, we elaborate on our machine learning-aware
spatial data re-partitioning algorithm. The input to the re-
partitioning algorithm is the raw spatial grid dataset, and the
output of the algorithm is a new and re-partitioned version of
the input spatial dataset.
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Fig. 1: Example of spatial univariate data re-partitioning

Example 1. Figure 1 depicts an example of how our re-
partitioning framework can re-partition a spatial grid dataset.
The input spatial grid in our example consists of 5 × 5 (25)
cells, which is converted to a dataset of 8 cell-groups after
our re-partitioning framework is applied for two iterations.
Although our proposed re-partitioning framework works for
both univariate and multivariate datasets, we use a univariate
dataset of only one attribute for ease of explanation.

This section elaborates on our re-partitioning methodology
at first and then, detail how to use the re-partitioned dataset
to train spatial ML models. Finally, we discuss how a naı̈ve
variant of our re-partitioning solution can be designed to
produce homogeneous partitions and state its pros and cons.

A. Re-partitioning Methodology

Spatial data re-partitioning is an iterative algorithm based
on grouping the cells together such that the attribute variation
(see Equation 1) among the cells within a group is kept to
a minimum. The extent of variation among the cells can be
adjusted based on a min-adjacent variation (details will be
discussed in Section III-A1) that is pre-computed. We require
that all the cells within a group have their cumulative attribute
difference under the pre-computed min-adjacent variation. We
get several smaller partitions of high granularity if the min-
adjacent variation is low and fewer large partitions of low
granularity if the min-adjacent variation is high. In each
iteration of our re-partitioning algorithm, we pick a different
min-adjacent variation that is higher than the variation we
chose in the previous iteration. This gives us increasingly
relaxed partitions of larger sizes with more iterations.



Figure 2 depicts the system architecture of our re-
partitioning framework. Our system picks an updated value
of the min-adjacent variation in each iteration. Subsequently,
Cell-Group Extractor finds the rectangular groups of adjacent
cells where the variation among the cells within the group
is at most the value of the min-adjacent variation. Once we
retrieve all such rectangular cell-groups, each group of cells
acts as a single cell in the new dataset, the details of which
are discussed in Section III-A2. After that, Feature Allocator
creates feature vectors for the cell-groups which is elaborated
in Section III-A3. Finally, we calculate the information loss
between the input dataset and the new re-partitioned dataset,
which will be discussed in section III-A4. We proceed to
the next iteration if the information loss is less than a user-
specified threshold and exit otherwise.

Fig. 2: System architecture of the proposed framework

1) Min-Adjacent Variation Calculator: As we have dis-
cussed before, spatial cells are binned to a cell group if
the attribute variation among them is below the min-adjacent
variation. Our framework pre-computes the variation values
between all possible pairs of adjacent cells and stores them
in a min-adjacent variation heap data structure (min-heap), H.
The input dataset is converted to an attribute normalized form
before computing the variation values. This is because, in a
multivariate dataset, the ranges of some of the attributes might
differ significantly from those of other attributes. If we use
unnormalized attribute values, the variation will be dominated
by attributes having high ranges of values. We pre-compute
H exactly once at the beginning, and in each re-partitioning
iteration, we pop the root node from H and use it as the
updated min-adjacent variation (minAdjacentV ariation).

Example 2. For the input dataset shown in Figure 1,
the value of minAdjacentV ariation in the first iteration
is 0 because it is the least possible variation among all
pairs of adjacent cells (variation between normalized values
of (lat3, lon2) and (lat3, lon3)). In the second iteration,
minAdjacentV ariation will be 0.02857143, which is the
second-least variation and happens to be the variation be-
tween normalized values of pairs (lat1, lon1) and (lat1, lon2).

2) Cell-Group Extractor: Similarly to min-adjacent varia-
tion calculator, attribute-normalized form of the input dataset
is sent as input to this cell-group extractor. After calculating
minAdjacentV ariation, our next target is to find all groups
of adjacent cells where all adjacent pairs of cells within the

same group have a variation ≤ minAdjacentV ariation. All
possible pairs of cells within a cell-group need not maintain
the minAdjacentV ariation, but all possible adjacent pairs of
cells should maintain this variation. If a cell does not have any
other adjacent cell with variation ≤ minAdjacentV ariation,
that cell alone forms a cell-group. A cell with null feature
vector forms a cell-group with other adjacent null cells.

Although our aim is to minimize the number of partitions
that can be formed with the minAdjacentV ariation, the
optimal solution to this problem has to enumerate an expo-
nential search space. Therefore, we propose a greedy heuristic
which can use any possible cell within the grid as the starting
point. Without loss of generality, we use the top-left corner
of the spatial grid as the starting point. The algorithm for
extracting all cell-groups having minAdjacentV ariation is
shown in Algorithm 1. This algorithm returns two mappings:
cell index and cell-group index. While cell-index maps a cell
to its corresponding cell-group, cell-group index stores for a
cell-group the positions of first row, last row, first column, and
last column of all cells forming the cell-group.

Algorithm 1: Extracting cell-groups
input : Original dataset (gridData) and minAdjacentV ariation
output: Mapping from cell-groups to cells gIndex and from cells to

cell-groups cIndex
1 Let dataNorm be the attribute normalized gridData;
2 gIndex← ∅;
3 Let cIndex and visitedCell be 2 dimensional lists of all zeros with size

equal to input grid;
4 for each cell in dataNorm do
5 Let vCount be number of vertically adjacent cells with

variation ≤ minAdjacentV ariation;
6 Let hCount be the number of horizontally adjacent cells with

variation ≤ minAdjacentV ariation;
7 Let rCount be the number of horizontally and vertically adjacent cells

forming a rectangle with variation ≤ minAdjacentV ariation;
8 maxCount← max(vCount, hCount, rCount);
9 for each cell (i, j) counted for maxCount do

10 visitedCell(i, j)← 1;
11 cIndex(i, j)← length(gIndex);
12 end
13 Let rBeg, rEnd, cBeg, and cEnd be the first row, last row, first

column, and last column positions respectively of all cells counted for
maxCount;

14 gIndex← gIndex ∪ (rBeg, rEnd, cBeg, cEnd);
15 end

Example 3. In Figure 1, assume that 0.02857143 is
the value of minAdjacentV ariation in the current itera-
tion (iteration 2). From cell (lat2, lon1), we can move 3
steps horizontally and 2 steps vertically without exceeding
minAdjacentV ariation. Therefore, values of hCount and
vCount in Algorithm 1 are 3 and 2, respectively. We can also
form a rectangle of 3 columns and 2 rows from (lat2, lon1) in
which all possible adjacent pairs of cells have a variation ≤
0.02857143. So, rCount is 6, which is higher than hCount
and vCount. Therefore, these 6 cells can form a cell-group.

3) Feature Allocator: After re-partitioning the spatial cells
into various cell-groups, our next task is to calculate the
feature vector for each cell-group. A cell-group consisting
of cells having null feature vectors is also assigned a null
feature vector. Each dimension in the feature vector represents
a distinct attribute in the multivariate representation, and it is



assigned a representative attribute value for all the merged cells
within the entire cell-group. For each feature in the feature set,
users need to define a parameter, known as aggregation type,
in this step. Aggregation type takes two values: summation
and average. As an example, if the feature is the count of
criminal cases, summing up the counts for constituent cells
forms the count for a cell-group. On the other hand, in the case
of average housing prices, averaging the prices of constituent
cells should be ideal. For the first case (summation is the
aggregation type), we directly sum up the attribute values of
constituent cells to form the cell-group feature. In the latter
case, when average is the aggregation type, we noticed that
choosing the average attribute value of all cells does not
always minimize the local loss. Sometimes, choosing the most
frequently occurring attribute value among all the cells as
the representative cell-group value could minimize the local
loss. Therefore, we select the best of these two options in the
case of average aggregation type. The average value of an
attribute is rounded to the nearest integer in the case of an
integer-typed attribute. Although we use attribute-normalized
form of the input dataset for earlier steps, this step works on
the original input dataset. Algorithm 2 shows how to allocate
feature vectors to all cell-groups of a re-partitioned dataset.

Algorithm 2: Allocating features to cell-groups
input : Original dataset gridData, mapping from cell-groups to cells

gIndex, and feature aggregation types aggType
output: Feature vectors of cell-groups newData

1 for each cell-group cg in gIndex do
2 for each feature k in gridData do
3 if aggType(k) == summation then
4 Let gFeature be the sum of feature k of all cells under cg;
5 newData(cg, k)← gFeature;
6 continue;
7 end
8 Let A be the average of feature k of all cells under cg;
9 Let B be the value of k at maximum number of cells under cg;

10 lossA← losscg(k) assuming newData(cg, k)← A;
11 lossB ← losscg(k) assuming newData(cg, k)← B;
12 if lossA ≤ lossB then
13 newData(cg, k)← A;
14 else
15 newData(cg, k)← B;
16 end
17 end
18 end

Example 4. Considering the same cell-group discussed
in Example 3 with aggregation type average, the average
attribute value of the group, A (in Algorithm 2), is 23.67,
which is rounded to 24 since the attribute value is of integer
type. The value of B for the cell-group is 23, as it is the most
frequent value. Since lossA and lossB in Algorithm 2 are
equal (4), the attribute value of the cell-group becomes 24.
Allocating representative attribute values in a similar fashion
to all the cell-groups in this example will result in the re-
partitioned grid shown in iteration 2 of Figure 1.

4) Information Loss Calculator: After finding the feature
vectors of all cell-groups, we calculate the information loss
(IFL) between the input dataset and re-partitioned dataset
in the current iteration using the formula of IFL defined in
Equation 3. The formula defined as IFL stands for mean

absolute percentage error. Although other forms of information
loss exist, such as normalized root mean square error, we
opt for mean absolute percentage since we aim at making
our re-partitioning framework sensitive to errors of individ-
ual instances relative to their corresponding original values.
When calculating IFL using Equation 3, we need to retrieve
the representative attribute values of input cells in the re-
partitioned dataset. We take into account the aggregation type
of each attribute used in the feature allocation step to calculate
a representative attribute value. Each cell in the input dataset
is mapped to a cell-group in the re-partitioned dataset. The
attribute value of a cell-group should be divided by the number
the cells within the cell-group if summation is the aggregation
type. Otherwise, the attribute value of a cell-group is directly
used as representative values of constituent cells.

Example 5. In Figure 1, IFL is 0 after the first iteration
and 0.01868 after the second iteration based on Equation 3.

B. Training with Re-partitioned Dataset

A spatial grid dataset is formed such that all data objects
that map to a cell are aggregated to produce the feature
vector of the corresponding cell. Therefore, when a spatial
grid dataset is used to train a spatial ML model, each cell is
treated as an individual data object (instance) in the training
dataset. There are two essential steps in training a spatial ML
model with re-partitioned dataset - a) training data preparation
and b) actual model training. The preparation step comprises
feature vector creation and adjacency matrix computation out
of the re-partitioned grid. The ML models consume the feature
vectors of the re-partitioned data and the adjacency matrix as
input. Our effort in this paper is focused on spatial data re-
partitioning and training data preparation. The actual training
of ML models is done out-of-the-box using PySAL [30], Pyin-
terpolate [31], and scikit-learn [32] libraries. While the feature
vector creation is straightforward for regression, clustering,
and classification models, in the case of spatial kriging, the
feature vectors consist of the coordinates of the vertices of cell-
groups along with the attribute values. Among the regression
models, geographically weighted regression takes the centroids
of cell-groups as part of the feature vectors.

Spatial ML systems such as PySAL encode the adjacency
information with two dictionaries: one for neighbors list and
another for weights associated with each neighbor. Our re-
partitioning framework supports the creation of such adjacency
lists along with weights. Since the input spatial cells are
merged into cell-groups in our re-partitioned grid, creation of
the adjacency list requires some non-trivial effort. We identify
neighboring cell-groups based on the boundary cells within
a cell-group. Since our new partitions are invariably shaped
as rectangles, the neighboring cell-groups can be identified
from the cells adjacent to the left-most, right-most, top-most
and bottom-most cells acting as boundaries of a cell-group.
Algorithm 3 contains the pseudocode to retrieve the adjacency
list of cell-groups from the re-partitioned dataset. It is a binary
adjacency list, where weight is 1 for each neighbor included
in the neighbor list of a cell-group and 0 otherwise.



In order to train spatial ML models, we split each dataset
into two parts - a) training data (80%) and b) test data
(20%). We train each spatial ML model separately upon the
original datasets and the reduced datasets obtained via our re-
partitioning framework and all other data reduction baselines.
For a fair comparison, we use the same hyperparameters to
train each spatial model consistently regardless of whether the
underlying spatial grid is prepared out of the original data or
the reduced data. Hyperparameters used for various spatial ML
models are reported in Table I under Section IV-A4.
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Algorithm 3: Retrieving adjacency list of cell-groups
input : Mapping between cell-groups and cells: gIndex, cIndex
output: Neighbors of cell-groups, neighbors

1 Let neighbors be an empty dictionary;
2 for each cell-group cg in gIndex do
3 Let rBeg, rEnd, cBeg, and cEnd be the first, second, third, and

fourth element of cg, respectively;
4 nList← ∅;
5 for each column c between cBeg and cEnd do
6 if (rBeg - 1, c) not in nList then
7 nList← nList ∪ cIndex(rBeg − 1, c);
8 end
9 if (rEnd + 1, c) not in nList then

10 nList← nList ∪ cIndex(rEnd + 1, c);
11 end
12 end
13 for each row r between rBeg and rEnd do
14 if (r, cBeg - 1) not in nList then
15 nList← nList ∪ cIndex(r, cBeg − 1);
16 end
17 if (r, cEnd + 1) not in nList then
18 nList← nList ∪ cIndex(r, cEnd + 1);
19 end
20 end
21 neighbors(cg)← nList;
22 end

Example 6. Figure 3 shows the adjacency list for the re-
partitioned dataset obtained in the second iteration of Figure
1. Consider cell-group 1, the neighbors of which are cell-
groups 0, 2, 3, and 4.

C. Mapping from Re-partitioned Cell-Groups to Input Cells

Our re-partitioned framework produces a compact grid with
cell-groups which can be used to train spatial ML models. In
the context of applications such as regression, the spatial ML
models predict the values of attributes whose values are not
always present in the original dataset. For example, housing
prices in the home sales dataset [7] can be predicted from other
existing attributes such as build year, renovation year, size of
living area, etc. Note that the predicted housing price is for the
cell-groups, and the user may want to know the housing price
for the individual data instances or cells. In such a scenario,

we need to re-construct the attribute values for cells based on
the predicted attribute values of the cell-groups.

We store the mapping between the cell-group and its con-
stituent cells in a hash map to enable a constant-time lookup.
In order to enable the re-construction of attribute values for
the constituent cells in a cell-group, we first need to retrieve
the cells belonging to a cell-group, and then transform the
cell-group features into features of constituent cells. This
transformation depends on the aggregation type used during
the feature allocation step of re-partitioning process. For a
particular attribute in the feature set, if the aggregation type
provided by the user is average during the feature allocation
step, the value of the corresponding attribute for a cell-group
can be directly assigned to all cells belonging to that cell-
group. If summation is the aggregation type during feature
allocation, corresponding value of a cell-group should be
divided by the number the cells within the cell-group.
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Fig. 4: Sample re-construction of cells from cell-groups

Example 7. Figure 4 shows an example of how attribute
values of all cells can be re-constructed from the cell-groups
in a sample re-partitioned dataset. The sample dataset is
univariate, and we assume that the aggregation type for the
attribute is summation. The cell-group consisting of cells (lat1,
lon1) and (lat1, lon2) has an attribute value of 54. Therefore,
the attribute value of each of its constituent cells should be
27 as there are 2 cells in that cell-group.

D. Homogeneous Re-partitioning Solution
Our proposed re-partitioning framework produces rectan-

gular cell-groups of heterogeneous sizes, which require us
to maintain the mapping between the input cells and the
re-partitioned cell-groups. We implement a naı̈ve variant of
our re-partitioning approach as a baseline, which merges
adjacent rows and adjacent columns to arrive at a coarse-
grained grid with a pre-specified target resolution. We start
with the least possible granularity of merging two adjacent
rows and columns to obtain a coarse-grained grid, and we
incrementally increase the value of the merged cells to 3, 4,
.., in the subsequent iterations as long as the information loss
does not exceed the pre-specified threshold.

Although this approach produces homogeneously-sized cell-
groups, it suffers from the following disadvantages: i) the size
of the dataset reduces with geometric progression after every
iteration resulting in a high increase in information loss and
ii) some of the cells in adjacent rows or columns might differ
significantly from each other, as they are merged regardless of
their similarity or dissimilarity.



IV. EXPERIMENTAL EVALUATION

In this section, we report the experimental results to show
the effectiveness of our re-partitioning framework which is
publicly available [33]. Following are the insights we try to
obtain empirically:
1) What is the data reduction w.r.t. the #spatial cells that

we can achieve using our re-partitioning framework? We
perform this evaluation in Section IV-B.

2) What are the savings in training time and memory con-
sumption that can be obtained by training a spatial ML
model upon the re-partitioned dataset instead of the original
spatial grid dataset? See IV-C for details.

3) What is the penalty incurred w.r.t. increase in prediction
error if a spatial ML model is trained on re-partitioned
dataset? We experimentally evaluate this in Section IV-D.

4) We evaluate the homogeneous re-partitioning variant (pro-
posed in Section III-D) in Section IV-E.

A. Experimental Setup

Not to rely on a high configuration setup, all experiments are
conducted on an Ubuntu Linux machine with 48 CPU cores
(Intel Xeon CPU E5-2687 3.00GHz) and 32GB memory size.

1) Evaluation Metrics:
• Spatial cell reduction: also termed as data volume reduc-

tion, denotes the number of spatial cells in the reduced re-
partitioned dataset, relative to the original dataset.

• Cell reduction time: indicates the total time consumed by
the re-partitioning algorithm until convergence.

• Standard error (SE) of regression: indicates the average
distance of the ground truth from the regression line. It
is also termed as residual standard error. It is one of two
goodness-of-fit measures for spatial regression analysis [34].

• Pseudo r-squared (R2): another widely used goodness-of-
fit measure for spatial regression analysis. Denoting actual
observation, predicted value, mean of observations, and the
number of observations as yi, ŷi, ȳ, and n respectively,
pseudo r-squared [35] is defined as follows:

R2 = 1−
∑n

i=1(yi − ŷi)2∑n
i=1(yi − ȳ)2

(5)

Besides the aforementioned evaluation metrics, we measure
the mean absolute error (MAE) and root mean square error
(RMSE) for spatial regression and kriging. We evaluate the
goodness of multi-class classification models using weighted
F1-score, which is the weighted mean of class-wise F1-scores
where weights are the class probabilities [36]. To evaluate the
benefits of the re-partitioned dataset, we measure the training
time and memory consumption of spatial ML models.

2) Dataset Preparation: Four real-world datasets are used
to evaluate the efficiency of our re-partitioning framework
which include New York City (NYC) taxi trip dataset [37],
Washington King county home sales dataset [7], Chicago
abandoned vehicles dataset [38], and NYC earning dataset
[39]. We prepare a univariate dataset out of the Chicago
abandoned vehicles by counting the #service requests in each

spatial cell, whereas, for the home sales dataset, we prepare a
multivariate dataset consisting of seven attributes: price of the
home, #bedrooms, #bathrooms, size of living area, size of
parking lot, build year, and renovation year. We calculate these
attribute values by averaging all sales records in each cell.
For the NYC taxi trip dataset, we prepare a univariate dataset
with the #pickups in each spatial cell during a month and a
multivariate dataset with total #pickups, total #passengers,
summation of distances, and summation of taxi fares for all
the rides in each cell. In the case of NYC earning dataset, the
univariate dataset consists of total #jobs in each cell while the
multivariate dataset has five attributes: land area, water area,
#jobs with earning ≤ $1250/month, #jobs with earning
between $1251/month and $3333/month, and #jobs with
earning ≥ $3333/month.

Spatial ML models trained on fine-grained grids perform
better than their coarse-grained counterparts in terms of pre-
diction and classification accuracy. On the other hand, training
spatial ML models with fine-grained grids suffers from long
training time and high memory usage. Our framework enables
spatial ML practitioners to train models on fine-grained grids
while incurring less training time and memory consumption.
In order to evaluate our framework upon grids of varying
granularity w.r.t. reducing training time and memory usage,
we use three grid granularities - a) ≈ 100k (315× 318) cells,
b) ≈ 78k (279× 280) cells, and c) ≈ 36k (191× 193) cells.

Empty cells in a grid, if any, can be tackled with data
imputation methods [40]–[43]. Applying imputation as a pre-
processing step presents a trade-off between accuracy and data
reduction. In our framework, we currently do not incorporate
imputation methods in the interest of preserving accuracy, and
represent empty cells with null feature vectors. Our framework
allows empty cells to be merged with other adjacent empty
cells but not with the adjacent non-empty cells.

3) Baselines: We compare the performance of our re-
partitioning framework with two state-of-the-art methods that
are used widely in the literature to reduce data volume.
1) Sampling: We evaluate the effect of sampling on spatial

training data by implementing the spatial sampling method
proposed by Guo et al. [9].

2) Regionalization: We implement the optimized regionaliza-
tion technique proposed by Biswas et al. [13] and use the
regionalized data to train spatial ML models.

3) Spatially Contiguous Clustering: We implement the hi-
erarchical clustering technique proposed by Kim et al. [15]
and use the clustered data to train spatial ML models.
For a fair comparison, we set the number of target sam-
ples/regions/clusters for the baselines to the counts of
cell-groups returned by our re-partitioning framework for
various IFL thresholds.

4) Model Hyperparameters: Table I lists the values of the
hyperparameters used to train the spatial ML models.

B. Evaluating Cell Reduction Performance

The number of cells in the grid before applying the re-
partitioning algorithm is referred to as initial cell count. We
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Fig. 5: Evaluating cell reduction performance of re-partitioning algorithm with various values of information loss on all datasets
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Fig. 6: Analyzing required time for running re-partitioning algorithm with various values of information loss on all datasets

TABLE I: Hyperparameters of spatial ML models
Model Hyperparameters

Random Forest Regression n estimators: 225, max depth: 7, min samples leaf: 20, criterion: mse
Support Vector Machine Regression kernel: rbf, C: 15, gamma: 0.5, epsilon: 0.01
Geographically Weighted Regression kernel: gaussian, criterion: AICc, fixed: False

Spatial Kriging search radius: 0.01, max range: 0.32, number of neighbors: 8
Lag Regression weight: adjacency list, adjacency type: Binary

Error Regression weight: adjacency list, adjacency type: Binary
Gradient Boosting Classification n estimators: 200, max depth: 5, min samples leaf: 12, loss: deviance

K-Nearest Neighbor Classification leaf size: 18, n neighbors: 7

evaluate our re-partitioning algorithm for initial cell counts
of approximately 36k, 78k, and 100k. We analyze the spatial
cell reduction and time for three thresholds of user-specified
information loss: 0.05, 0.1, and 0.15.

Figure 5 depicts the spatial cell reduction on all datasets
with various thresholds of information loss. Our re-partitioning
framework can reduce #spatial cells by around 30% with
an information loss of only 0.05. Increasing the values of
information loss (IFL) thresholds to 0.1 and 0.15 reduces
#spatial cells by ∼37% and ∼42%, respectively. To quantify
the effect of the % of spatial cell reduction, we also present
the training time and memory usage in Section IV-C.

Upon observing the plots shown in Figure 5, we can state
that the cell reduction achieved by our framework is unaffected
by #attributes in the dataset because #cells reduced is approx-
imately equal on both multivariate and univariate datasets. This
can be attributed to two factors. Firstly, using the attribute-
normalized form of input dataset during the computation
of min-adjacent variation and cell-group extraction of the
re-partitioning algorithm helps in treating all the attributes
equally. Secondly, averaging the total IFL across various
attributes in Equation 2 makes it agnostic to #attributes.
Although #cells decreases as the IFL threshold increases, the
rate of cell reduction keeps getting lower. It indicates that
#cells cannot be reduced much after IFL threshold reaches a
high value. Thus, the IFL threshold marks a trade-off between
the training time and prediction error.

Figure 6 shows the cell reduction time with various IFL
thresholds on both multivariate and univariate datasets. We can
observe that the cell reduction time on the multivariate datasets
varies from 50 to 390 seconds for various thresholds of IFL

and initial cell counts. The cell reduction time increases with
the increase in both IFL threshold and initial cell count. With a
higher value of initial cell count, the re-partitioning algorithm
needs to process a higher number of partitions. As the IFL
threshold increases, the algorithm runs for more iterations
resulting in higher elapsed time. In the case of univariate
dataset, the elapsed time during re-partitioning is in the range
of 2 to 15 seconds. Elapsed time is higher for the multivariate
datasets as compared to the univariate datasets because, IFL,
minAdjV ariation, and other statistics need to be calculated
for several attributes in the case of a multivariate dataset.
Note that the price we pay in terms of cell reduction time
is negligible as compared to the savings we obtain for model
training time which will be presented in Section IV-C.

C. Evaluating Training Time and Memory Usage

In this section, we analyze the performance of our frame-
work in terms of reducing training time and memory usage
when the re-partitioned dataset is applied to train four types
of spatial ML models: regression, kriging, clustering, and clas-
sification. We need not compare the training time and memory
usage against the baselines because our implementation of
baselines, as discussed in Section IV-A3, retrieves exactly the
same number of cell-groups as required by our re-partitioning
framework. This results in similar training times and memory
usage for all the approaches, including the baselines.

1) Evaluation with Regression Models: We evaluate the
reduction of training time and memory usage for five spatial
regression models: spatial lag, spatial error, geographically
weighted, spatial support vector, and spatial random forest
regression models. Since regression can only be applied to
multivariate datasets, we use three multivariate datasets (taxi
trip, home sales, and earning datasets) and their re-partitioned
forms to train and test regression models. Also, we have three
versions of each original dataset with different counts of initial
cells as discussed in Section IV-B. We use the largest original
datasets with ≈ 100k cells and their re-partitioned versions to
train each model. We use the attributes taxi fare amount, home
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Fig. 7: Performance evaluation of re-partitioning system in terms of training time reduction of regression and kriging models
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Fig. 8: Performance evaluation of re-partitioning system in terms of memory usage reduction of regression and kriging models
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(b) KNN classifier
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(c) Clustering
Fig. 9: Evaluating clustering and classification training time
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Fig. 10: Evaluating clustering and classification memory usage

prices, and #jobs with earning ≥ $3333/month as target
attributes for taxi trip, home sales, and earning datasets respec-
tively, while treating other attributes as features. Training time
and memory usage of spatial lag model, spatial error model,
geographically weighted regression, support vector regression,
and random forest regression have been reported in Figures 7
and 8. We compare the values of the evaluation metrics for
the original dataset against the re-partitioned datasets with IFL
thresholds of 0.05, 0.1, and 0.15.

Our experimental results show that the re-partitioned dataset
with IFL threshold 0.05 can reduce the training time in the
range [40%, 77%]. Training time reduction is the highest
for the support vector regression model and the least for
the random forest regression model. The performance gain
in terms of training time is higher for models that usually
take a long training time, such as support vector regression,
geographically weighted regression, and spatial lag model,
which is beneficial because training time is a concern for
those models. In the case of memory usage reduction, the
range varies from 9.5% to 47% for the same IFL threshold.
We observe the highest savings for the spatial lag regression
model, while geographically weighted regression model has

the least savings. Similarly to the training time, memory sav-
ings are higher for models that consume high memory during
training, such as spatial lag regression, spatial error regression,
and random forest regression. In the case of geographically
weighted regression and support vector regression models,
although we see a reduction in training time, memory savings
are not significant enough because the memory consumption
on the original dataset itself is very low, which is less than
2GB. On the other hand, memory usage for the original
datasets in the case of random forest regression and lag
regression is around 18GB, where our re-partitioned dataset
achieves the highest memory reduction.

Training time reduction for IFL thresholds of 0.1 and 0.15
are in the ranges [50%, 81%] and [58%, 84%], respectively.
For these two thresholds, although we allow the loss of infor-
mation to be 2× and 3× higher as compared to a threshold of
0.05, we do not achieve significant training time reduction as
compared to the reduction we get for the 0.05 IFL threshold.
We achieve memory reduction of up to 65% and 72% for IFL
thresholds of 0.1 and 0.15, respectively. Similarly to training
time, memory reduction for high thresholds is not significantly
higher as compared to the low threshold. Therefore, the choice
of IFL threshold should be a trade-off between training time
or memory usage reduction and model quality which we
discuss in Section IV-D. Re-partitioned datasets with high IFL
thresholds follow a similar pattern as the re-partitioned datasets
with low threshold w.r.t. one of our earlier observation that
savings in training time and memory usage are higher for
models that take long training time and consume high memory.

2) Evaluation with Classification Models: Besides regres-
sion, we also evaluate our framework upon two classification
models: gradient boosting and k-nearest neighbor classifica-
tion. To train these models, we convert the target variable
of every multivariate dataset into a categorical variable by
mapping its values into five distinct range bins representing
multiple classes: low, low-medium, medium, medium-high,
and high. Figures 9a, 9b, 10a, and 10b show that our frame-
work achieves a consistent reduction rate in memory usage



TABLE II: Prediction errors of spatial regression and kriging models
Dataset SE R Squared

Original 112.2 0.92
Re-partitioning 116.06 0.92

IFL = 0.05 Sampling 122.0 0.86
Regionalization 119.6 0.89

Clustering 119.87 0.89
Re-partitioning 117.59 0.917

Taxi Trip IFL = 0.1 Sampling 124.71 0.87
Regionalization 122.3 0.88

Clustering 123.09 0.87
Re-partitioning 119.05 0.905

IFL = 0.15 Sampling 128.27 0.85
Regionalization 125.3 0.865

Clustering 124.68 0.86
Original 276.25 0.81

Re-partitioning 282.6 0.806
IFL = 0.05 Sampling 298.14 0.759

Regionalization 294.21 0.777
Clustering 295.16 0.772

Re-partitioning 287.5 0.80
Home Sales IFL = 0.1 Sampling 304.73 0.754

Regionalization 299.86 0.763
Clustering 299.35 0.76

Re-partitioning 290.3 0.79
IFL = 0.15 Sampling 309.49 0.737

Regionalization 305.11 0.748
Clustering 307.20 0.741

Original 140.11 0.85
Re-partitioning 143.47 0.85

IFL = 0.05 Sampling 160.68 0.79
Regionalization 149.93 0.82

Clustering 151.45 0.81
Re-partitioning 145.57 0.84

Earning IFL = 0.1 Sampling 157.22 0.77
Regionalization 151.83 0.80

Clustering 151.19 0.80
Re-partitioning 148.23 0.83

IFL = 0.15 Sampling 161.57 0.75
Regionalization 155.79 0.79

Clustering 156.04 0.78

(a) Spatial Lag Regression

Dataset SE R Squared
Original 120 0.93

Re-partitioning 121.11 0.924
IFL = 0.05 Sampling 127.89 0.877

Regionalization 125.71 0.887
Clustering 125.48 0.88

Re-partitioning 123.46 0.918
Taxi Trip IFL = 0.1 Sampling 132.35 0.86

Regionalization 129.39 0.881
Clustering 130.12 0.873

Re-partitioning 126.62 0.90
IFL = 0.15 Sampling 137.51 0.84

Regionalization 132.82 0.868
Clustering 134.48 0.859

Original 261.25 0.82
Re-partitioning 267.63 0.81

IFL = 0.05 Sampling 285.19 0.762
Regionalization 277.53 0.776

Clustering 277.92 0.773
Re-partitioning 271.29 0.803

Home Sales IFL = 0.1 Sampling 292.45 0.76
Regionalization 281.6 0.748

Clustering 283.21 0.733
Re-partitioning 277.73 0.774

IFL = 0.15 Sampling 311.61 0.72
Regionalization 289.95 0.737

Clustering 289.32 0.74
Original 124.42 0.83

Re-partitioning 128.25 0.82
IFL = 0.05 Sampling 144.25 0.76

Regionalization 134.28 0.79
Clustering 134.84 0.78

Re-partitioning 130.14 0.82
Earning IFL = 0.1 Sampling 144.46 0.76

Regionalization 136.10 0.78
Clustering 136.78 0.773

Re-partitioning 133.51 0.80
IFL = 0.15 Sampling 145.53 0.75

Regionalization 140.45 0.76
Clustering 142.11 0.757

(b) Spatial Error Regression

Dataset MAE RMSE
Original 131.5 112

Re-partitioning 131.9 112.6
IFL = 0.05 Sampling 141.13 117.23

Regionalization 137.44 116.43
Clustering 138.26 116.88

Re-partitioning 132.6 113.2
Taxi Trip IFL = 0.1 Sampling 142.55 118.41

Regionalization 138.96 117.08
Clustering 139.18 117.74

Re-partitioning 134.7 115.62
IFL = 0.15 Sampling 147.73 124.08

Regionalization 141.7 120.3
Clustering 142.44 120.95

Original 286.31 292.246
Re-partitioning 291.52 299.4

IFL = 0.05 Sampling 305.76 312.78
Regionalization 301.14 310.18

Clustering 301.69 310.82
Re-partitioning 295.5 301.5

Home Sales IFL = 0.1 Sampling 314.43 316.31
Regionalization 306.43 313.47

Clustering 308.15 315.28
Re-partitioning 298.08 305.28

IFL = 0.15 Sampling 317.93 322.38
Regionalization 310.48 317.8

Clustering 311.41 318.16
Original 50.55 113.39

Re-partitioning 52.07 117.36
IFL = 0.05 Sampling 56.34 128.51

Regionalization 54.60 122.64
Clustering 55.46 123.58

Re-partitioning 52.67 118.60
Earning IFL = 0.1 Sampling 57.57 131.41

Regionalization 54.81 123.82
Clustering 55.13 124.21

Re-partitioning 53.73 119.51
IFL = 0.15 Sampling 57.87 132.06

Regionalization 56.04 125.01
Clustering 56.63 125.71

(c) Geographically Weighted Regression

Dataset MAE RMSE
Original 35.05 142.3

Re-partitioning 36.41 145.58
IFL = 0.05 Sampling 37.96 153.16

Regionalization 37.56 150.21
Clustering 37.70 150.93

Re-partitioning 36.83 146.16
Taxi Trip IFL = 0.1 Sampling 38.56 154.3

Regionalization 38.05 151.27
Clustering 38.40 152.22

Re-partitioning 37.70 148.50
IFL = 0.15 Sampling 39.72 154.9

Regionalization 39.02 154.14
Clustering 39.29 154.45

Original 185.41 278.40
Re-partitioning 189.37 285.35

IFL = 0.05 Sampling 196.64 296.07
Regionalization 195.62 294.60

Clustering 195.86 295.10
Re-partitioning 193.25 286.57

Home Sales IFL = 0.1 Sampling 202.91 297.48
Regionalization 200.21 296.49

Clustering 200.64 –296.80
Re-partitioning 198.63 291.07

IFL = 0.15 Sampling 216.85 302.5
Regionalization 213.17 300.38

Clustering 214.12 300.91
Original 76.45 211.37

Re-partitioning 79.36 217.92
IFL = 0.05 Sampling 85.31 233.17

Regionalization 83.01 227.07
Clustering 83.76 227.88

Re-partitioning 79.81 221.43
Earning IFL = 0.1 Sampling 86.59 240.03

Regionalization 83.06 230.73
Clustering 83.62 232.47

Re-partitioning 80.89 224.05
IFL = 0.15 Sampling 88.33 240.85

Regionalization 84.37 233.24
Clustering 85.21 234.26

(d) Support Vector Regression

Dataset MAE RMSE
Original 4.02 19.40

Re-partitioning 4.17 19.61
IFL = 0.05 Sampling 4.49 20.6

Regionalization 4.35 20.54
Clustering 4.38 20.58

Re-partitioning 4.21 19.94
Taxi Trip IFL = 0.1 Sampling 4.56 20.92

Regionalization 4.42 20.79
Clustering 4.42 20.82

Re-partitioning 5.1 20.86
IFL = 0.15 Sampling 5.51 21.97

Regionalization 5.36 21.84
Clustering 5.43 21.89

Original 57.46 185.617
Re-partitioning 59.0 189.44

IFL = 0.05 Sampling 63.16 196.74
Regionalization 61.81 196.08

Clustering 61.98 196.32
Re-partitioning 60.13 193.36

Home Sales IFL = 0.1 Sampling 64.06 203.7
Regionalization 63.17 200.51

Clustering 63.56 201.08
Re-partitioning 61.38 198.69

IFL = 0.15 Sampling 64.11 207.85
Regionalization 63.77 207.23

Clustering 63.90 207.42
Original 8.12 44.81

Re-partitioning 8.23 45.66
IFL = 0.05 Sampling 9.22 49.77

Regionalization 8.65 47.82
Clustering 8.75 48.13

Re-partitioning 8.40 46.33
Earning IFL = 0.1 Sampling 9.41 50.27

Regionalization 8.86 48.97
Clustering 9.05 49.23

Re-partitioning 8.69 48.22
IFL = 0.15 Sampling 9.91 54.0

Regionalization 9.25 50.78
Clustering 9.46 51.66

(e) Random Forest Regression

Dataset MAE RMSE
Original 177.4 203.54

Re-partitioning 185.2 248.75
IFL = 0.05 Sampling 194.65 269.89

Regionalization 190.39 255.59
Clustering 191.18 258.30

Re-partitioning 188.14 253.76
Taxi Trip IFL = 0.1 Sampling 198.31 272.32

Regionalization 193.03 260.24
Clustering 194.25 264.10

Re-partitioning 190.7 258.3
IFL = 0.15 Sampling 197.73 267.26

Regionalization 196.23 265.53
Clustering 196.67 266.82

Original 7.31 11.05
Re-partitioning 7.6 11.47

IFL = 0.05 Sampling 8.22 12.89
Regionalization 7.81 11.8

Clustering 7.89 12.24
Re-partitioning 7.79 11.79

Vehicles IFL = 0.1 Sampling 8.94 13.42
Regionalization 8.02 12.1

Clustering 8.32 12.53
Re-partitioning 8.13 12.03

IFL = 0.15 Sampling 10.38 13.57
Regionalization 8.38 12.37

Clustering 8.65 12.65
Original 124.03 206.87

Re-partitioning 126.14 211.21
IFL = 0.05 Sampling 134.97 226.21

Regionalization 130.05 217.34
Clustering 131.35 219.16

Re-partitioning 128.25 212.66
Earning IFL = 0.1 Sampling 138.64 227.12

Regionalization 136.71 219.89
Clustering 137.09 220.55

Re-partitioning 133.58 216.80
IFL = 0.15 Sampling 144.93 229.59

Regionalization 137.19 227.21
Clustering 140.24 227.60

(f) Spatial Kriging

and training time for both the classification models.
3) Evaluation with Spatial Kriging: Kriging is a geosta-

tistical method to estimate the value of a variable at an
unobserved location from nearby observations based on the
spatial arrangement of the observations. Figures 7f and 8f
show the evaluation results with spatial kriging model. Since
spatial kriging is usually done on a univariate dataset, we train
the spatial kriging model with all univariate datasets. Training
time reduction varies from 48% to 58%, while the reduction
in memory usage varies from 43% to 57% with the 0.05 IFL

threshold. With an IFL threshold of 0.1, the training time and
memory usage are reduced by [57%, 75%] and [52%, 72%],
respectively. Similarly to regression models, we do not observe
significant savings in memory usage and training time for the
IFL threshold 0.15 as compared to smaller thresholds.

4) Evaluation with Spatial Clustering: We evaluate our
framework with spatial clustering on all multivariate and
univariate datasets. Figures 9c and 10c show the clustering
time and memory savings on spatially constrained hierarchical
clustering. For the 0.05 IFL threshold, clustering time and



TABLE III: Weighted F1-score of classification models
Dataset F1

Score
Original 0.94

Re-partitioning 0.93
IFL Sampling 0.85
0.05 Regionalization 0.88

Clustering 0.88
Re-partitioning 0.93

Taxi IFL Sampling 0.86
trip 0.1 Regionalization 0.87

Clustering 0.88
Re-partitioning 0.93

IFL Sampling 0.85
0.15 Regionalization 0.88

Clustering 0.87
Original 0.96

Re-partitioning 0.93
IFL Sampling 0.81
0.05 Regionalization 0.83

Clustering 0.84
Re-partitioning 0.92

Home IFL Sampling 0.78
sales 0.1 Regionalization 0.81

Clustering 0.82
Re-partitioning 0.88

IFL Sampling 0.75
0.15 Regionalization 0.76

Clustering 0.78
Original 0.97

Re-partitioning 0.95
IFL Sampling 0.88
0.05 Regionalization 0.9

Clustering 0.91
Re-partitioning 0.94

Earning IFL Sampling 0.86
0.1 Regionalization 0.88

Clustering 0.89
Re-partitioning 0.91

IFL Sampling 0.82
0.15 Regionalization 0.84

Clustering 0.84

(a) Gradient Boosting

Dataset F1
Score

Original 0.92
Re-partitioning 0.92

IFL Sampling 0.82
0.05 Regionalization 0.88

Clustering 0.88
Re-partitioning 0.92

Taxi IFL Sampling 0.80
trip 0.1 Regionalization 0.87

Clustering 0.88
Re-partitioning 0.91

IFL Sampling 0.79
0.15 Regionalization 0.85

Clustering 0.84
Original 0.93

Re-partitioning 0.9
IFL Sampling 0.8
0.05 Regionalization 0.81

Clustering 0.81
Re-partitioning 0.89

Home IFL Sampling 0.78
sales 0.1 Regionalization 0.77

Clustering 0.80
Re-partitioning 0.88

IFL Sampling 0.74
0.15 Regionalization 0.76

Clustering 0.77
Original 0.75

Re-partitioning 0.73
IFL Sampling 0.58
0.05 Regionalization 0.63

Clustering 0.62
Re-partitioning 0.72

Earning IFL Sampling 0.57
0.1 Regionalization 0.59

Clustering 0.60
Re-partitioning 0.69

IFL Sampling 0.54
0.15 Regionalization 0.57

Clustering 0.59

(b) K Nearest Neighbor

TABLE IV: Comparing correctness of clustering
Dataset Method IFL = 0.05 IFL = 0.1 IFL = 0.15

Re-partitioning 99.48 99.46 99.14
Taxi trip multivariate Sampling 95.71 92.12 88.83

Regionalization 97.39 96.97 96.91
Clustering 97.06 96.80 96.58

Re-partitioning 96.86 96.17 95.37
Home sales multivariate Sampling 91.39 89.74 88.18

Regionalization 93.66 93.16 91.32
Clustering 93.49 92.72 91.54

Re-partitioning 98.33 97.76 97.14
Earnings multivariate Sampling 92.26 91.68 91.19

Regionalization 94.48 93.75 93.17
Clustering 94.74 94.10 93.37

Re-partitioning 99.38 98.73 98.24
Taxi trip univariate Sampling 94.33 90.73 90.09

Regionalization 97.09 96.66 95.88
Clustering 96.92 96.71 96.15

Re-partitioning 97.47 95.93 95.08
Vehicles univariate Sampling 92.29 89.95 87.13

Regionalization 94.91 93.75 92.96
Clustering 94.78 93.56 93.16

Re-partitioning 98.76 98.27 97.81
Earnings univariate Sampling 92.51 91.92 91.38

Regionalization 94.79 94.16 93.40
Clustering 94.96 94.45 93.83

memory usage reduction is in the range [28%, 35%] and [11%,
42%], respectively. Clustering time, memory consumption, and
their reduction rate obtained using re-partititoning are low for
the univariate datasets as compared to the multivariate datasets.

D. Evaluating Prediction and Classification Errors

We evaluate the prediction and classification quality of
trained spatial models in terms of mean absolute error, root
mean square error and weighted F1-score. In the case of
spatial lag and error models, we report the pseudo r-squared
and SE of regression which are common measures for these
models. Prediction errors for all the regression models and
the kriging model have been reported in Table II. We make
two comparisons in this section: i) we measure the percent
increase of prediction error when the re-partitioned dataset is

used to train a model instead of the original dataset and ii) we
compare the prediction errors for the re-partitioned framework
against the baseline techniques.

1) Analyzing the increase in Errors: In this section, we
compare the prediction errors upon the original dataset against
those on the re-partitioned datasets with various IFL thresh-
olds. Our results show that the difference between prediction
error on the original datasets and re-partitioned datasets is
always ≤ 4% for an IFL threshold of 0.05 and ≤ 5% for
the 0.1 IFL threshold. Pseudo r-squared values for 0.05 and
0.1 IFL thresholds are very close to the pseudo r-squared for
the original dataset, indicating the goodness of spatial lag and
error models. Similarly to regression models, spatial kriging
also maintains the difference in the prediction errors below
4% and 5% for the IFL thresholds 0.05 and 0.1, respectively.

On the contrary, differences in standard regression errors
are more than 5% for the 0.15 IFL threshold. Therefore, we
recommend that an IFL threshold of up to 0.1 should be se-
lected so that training time and memory usage can be reduced
considerably, while keeping the difference in prediction error
within 5%. Similarly to spatial lag and error models, other
regression models and spatial kriging also have more than 5%
difference in MAE and RMSE when IFL ≥ 0.15.

Table IV reports the % of cells that are under the same
clusters when clustering is applied to both the original and the
re-partitioned (also sampled and regionalized) grids. Based on
Table IV, we can say that the clustering accuracy is around
99% upon the taxi trip dataset for the 0.05 IFL threshold, and it
is more than 98% for other thresholds. Clustering correctness
varies from 95% to 97.5% on other datasets.

2) Comparing Prediction and Classification Errors With
Baselines: In this section, we compare the prediction and clas-
sification errors for re-partitioned grids with the errors incurred
by applying the baseline techniques. As mentioned before,
note that we use the count of cell-groups obtained from the
re-partitioning framework with a specific IFL threshold as the
target number of samples, regions and clusters for sampling,
regionalization and clustering respectively for a fair compar-
ison. Upon observing the prediction errors, we can state that
the re-partitioned grids obtained from our framework perform
the best, and we outperform the regionalization, clustering,
and sampling techniques by 3% to 14% for all regression
models. It is due to the fact that spatial sampling techniques
cannot capture spatial adjacency, while the regionalization and
clustering techniques fail to maintain low information loss.

In the case of classification models, weighted F1-scores
for the re-partitioned datasets are 5% to 20% higher than
the F1-scores obtained by the baselines. Prediction errors of
spatial kriging model for re-partitioned datasets are 2.5% to
8.5% lower than the datasets reduced by baselines. Similarly
to regression models, sampling performs the worst in the
case of spatial kriging because kriging techniques use spatial
autocorrelation to interpolate the values in the spatial cells.
Clustering correctness of re-partitioning framework is 2%
to 10% better than the baselines. Sampling is agnostic to
spatial contiguity and performs poorer than other baselines



that preserve autocorrelation.

E. Evaluating Homogeneous Re-partitioning

In this empirical study, we estimate the information loss
(IFL) that occurs when we re-partition the input spatial grid
to generate homogeneous cell-groups applying the method
discussed in Section III-D. We report the IFL after running
this approach for the first iteration in Table V, where we merge
the least possible #adjacent rows or columns or both (which
is 2) to arrive at a coarse-grained grid. The results show that
the IFL values are very high (> 0.4), and exceed the largest
possible IFL threshold of 0.15 that we use to evaluate our
re-partitioning framework in the prior sub-sections. Due to
the poor performance shown by homogeneous re-partitioning,
it is clear that we need not run this approach for further
iterations. This is because IFL values will only become worse
in subsequent iterations.

TABLE V: Information loss for homogeneous grid
Dataset Merging 2 rows Merging 2 columns Merging 2 rows & 2 columns

Taxi trip multivariate 0.538 0.497 0.641
Taxi trip univariate 0.428 0.467 0.534

Home sales multivariate 0.484 0.509 0.613
Vehicles univariate 0.416 0.405 0.476

Earnings multivariate 0.504 0.527 0.669
Earnings univariate 0.391 0.435 0.487

V. RELATED WORK

Existing spatial data reduction techniques can be classified
into four categories: data sampling, regionalization, dimen-
sionality reduction, and data reduction by modeling.

1. Data Sampling - As discussed in earlier sections,
sampling is an effective approach to reduce the volume of
large datasets. Guo et al. [9] propose a technique to sample
spatial map data such that sampled data instances maintain
a proximal distance threshold while maximizing a similarity
score. Tabula [10], [44] introduces a sampling technique
allowing user-defined loss function where samples are pre-
materialized. Other spatial sampling techniques include multi-
level sampling [11] and sampling and aggregation [8]. The
limitation of sampling approaches is that they are orthogonal
to the goal of this paper, and they cannot capture the adjacency
among the sample partitions drawn which turns out to be
inapplicable to our target applications.

2. Regionalization - Regionalization clusters a large set of
small polygons into a small set of large regions. Examples
in this category include [13]–[18]. The number of clusters
is given as a parameter, which is significantly smaller than
the total number of polygons. These approaches start with
initializing the regions with random cells and grow each region
later by satisfying user constraints. No existing works applied
these techniques to reduce the training data of spatial ML
models. Our work is closely related to this category, with
the exception that the number of target regions is not pre-
specified. Instead, we expect the user to specify an information
loss (IFL) threshold, which is an intuitive numerical value
between 0 and 1. We utilize this to constrain our re-partitioning
technique to produce a minimal set of target cell-groups, while
not incurring a high loss. We also made the first attempt to

adapt regionalization towards reducing the volume of input
training data for spatial ML models.

3. Feature Selection and Dimensionality Reduction -
Many current dataset reduction approaches concentrate on
eliminating or preserving a subset of the original dataset’s
features. Feature selection approaches have been surveyed
by prior works [45], [46]. On the contrary, dimensionality
reduction techniques project the features of the original dataset
into a new feature space with different dimensionality [24]–
[26]. Although feature selection and dimensionality reduction
cannot be applied towards reducing spatial cells, they can serve
as complementary techniques to reduce the dimensionality of
the feature vectors within the re-partitioned spatial cells in
order to further enhance the reduction in ML model training
time and memory usage.

4. Data Reduction by Modeling - Several data reduction
techniques exploit statistical modeling to reduce the size of a
dataset [47], [48]. They exploit statistical properties of data
blocks to find similar blocks within streaming spatio-temporal
data. 2D-STR [27] introduced a 2-dimensional spatio-temporal
reduction method where spatio-temporal matrix of a dataset is
partitioned into regions of similar instances, and each region is
reduced to a model of its instances. This approach is targeted
towards spatio-temporal traffic data processing tasks and aims
to reduce the processing time by reducing the data volume.
They do not address how to concisely represent the reduced
spatio-temporal dataset for the purpose of feeding it to an
ML model. Our work solves an orthogonal problem where
the training data is not streaming and we exclusively focus
on spatial data and not spatio-temporal data, the extension to
which can be treated as possible future work.

VI. CONCLUSION

In this paper, we propose a machine learning-aware data re-
partitioning framework for spatial datasets. Our proposed re-
partitioning framework reduces the volume of a spatial grid
dataset by reducing the number of cells in the spatial grid,
which further helps in reducing the model training time and
memory usage when the re-partitioned dataset is applied to
train a spatial ML model. To evaluate the effectiveness of
our proposed framework on diverse spatial ML applications,
we perform training and testing of multiple spatial regression,
spatial kriging, classification, and clustering models using both
input datasets and re-partitioned datasets. Our empirical eval-
uations on four real-world datasets validate that our proposed
re-partitioning framework can reduce the training time in the
range of 43% to 81% for kriging, classification, and regression
models with less than 5% difference in prediction error when
the information loss is within a very low threshold (≤ 0.1). Our
framework also outperforms the state-of-the-art baselines by
3% to 14% on regression models, 5% to 20% on classification
models, and 2% to 10% for other spatial models in terms
of prediction and classification errors. In the future, we plan
to improve our work by extending support for categorical
attributes, spatio-temporal datasets, and streaming scenarios.
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